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1. INTRODUCTION

Biological systems continuously perform active molecular
transport at the cellular level by using their individually
developed highly sophisticated molecular machinery.1 Motor
proteins, such as kinesin,2 myosin,3 and dynein,4 are capable of
translating molecules and micelles along tubulous filaments,
and provide motility to bacteria.5 In their efforts to perform
controlled manipulation of matter on a nanoscale, humans try
to not only operate this molecular machinery in vitro,6 but also
to design biomimetically related synthetic systems.7,8 Synthetic
molecular machines may be capable of operating in special
environments over a wide range of temperatures and at high
speeds. Synthetic molecular motors9 can provide linear10 and
rotary11−15 motions, and be powered by chemical,14

optical,16−18 and mechanical means.19 In the future, it may be
that natural and synthetic systems will coevolve to acquire
unprecedented abilities and functions.20,21

Carbon nanotubes (CNT) and boron−nitride nanotubes
(BNT)22−30 have many unique properties that have proven
very useful for molecular transport, even at the cellular
level.31,32 Both single-wall (SWNT) and multiwall (MWNT)
carbon nanotubes are very strong and chemically stable. In
addition, they exhibit very low friction with themselves and
other molecules.33 They can be either conducting or semi-
conducting,34 and be modified by physisorption35,36 or by the
covalent bonding of molecular ligands.37 BNTs have large
energy band gaps,30 high oxidation resistivity, thermal and
chemical stability,38,39 and they possess piezoelectric proper-
ties.40,41

Soon after their discovery, CNTs were successfully
intercalated with inorganic materials,42 metals,43−47 as well as
other molecules.49,48 For example, in Figure 1 an STM image of
CNT filled with close packed C60 fullerenes (peapod) is
presented.48 It was proposed that individual C60 and carbon
nanocapsules intercalated in CNTs could act as potential
memory agents50 and motors.51 The hollow core and evident
similarity of CNTs to biological tubulous filaments raised
questions about the possible use of CNTs for atomic and
molecular transport.52

In this Review, we will discuss transport methods that can be
used to drag atoms and molecules into the interior and onto the
external surfaces of carbon nanotubes. We hope to cover the
current literature on molecular drag in nanotubes, cite the
results of these studies, and discuss in more detail the most
important and original contributions. The literature is less
complete in the area of electrokinetic phenomena, which
constitute a category of their own but are briefly discussed here
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as as specific drag phenomena. The outline of this Review is as
follows: In section II, we will review the dragging of atoms and
molecules both inside and outside nanotubes by using electric
currents passing through them. In addition, we will discuss the
generation of such electronic currents by ions and molecules
flowing around the nanotubes. In section III, we review the
dragging of molecules by nanofluidic methods. We discuss their
dragging by Coulombic scattering with separately flowing fluids,
and outline electrokinetic phenomena in nanotubes. In section
IV, we review the dragging of molecules along nanotubes by
phonon flows generated in thermal gradients, by coherent
acoustic waves, and by the mechanical propelling of function-
alized nanotubes. Some general conclusions are presented in
section V.

2. MATERIAL−ELECTRON DRAG IN NANOTUBES
Electrons, phonons, and other elementary excitations interact
and drag each other when traveling in solid-state materials.53

These drag phenomena are caused by a mutual transfer of
momenta between the scattering elementary excitations present
in the same medium. Similar drag phenomena are exper-
imentally observed when elementary excitations couple at a
distance. For example, electron drag was measured in a
sandwiched nanostructure,54 where the electrons moving in one
δ-doped GaAs layer were separated by a ∼20 nm thick
nonconducting AlGaAs layer from the electrons dragged in
another δ-doped GaAs layer. These observations were
interpreted in two different ways. They were seen either as a
consequence of direct electron−electron coupling of the
electrons in the two δ-doped GaAs layers55,56 or as a
consequence of indirect electron coupling via the phonons
present in the intermediate layer.57

In general, many drag phenomena can be interpreted as a
specific type of ratchet,58 which occurs in the presence of (1)
asymmetric potentials on which particles can be dragged and
(2) nonequilibrium fluctuations. Both conditions are essential
for particle dragging. In an equilibrium, particles manifest
thermally induced Brownian motion, which does not lead to
drag even in the presence of asymmetric potentials. Similarly, if

particles move on a symmetric potential, the presence of a
general nonequilibrium is not a sufficient condition for their
dragging.
2.1. Material Drag Induced by Electron Flow

In electromigration, charged atoms and molecules are dragged
on material surfaces by external electric fields.59−61 The
particles are driven by the total force as expressed by the
equation:

≈ +F F Ftot d w (1)

where the direct force, Fd, is caused by the (locally modified)
external electric field, and the wind force, Fw, is caused by
scattering of conduction electrons on the atoms/molecules.
Whereas in isolators (where there are no free electrons), the
direct force usually dominates, these forces often cannot be
unambiguously separated.
It was theoretically proposed52 that, analogous to molecular

transport mechanisms in biology,2−4 atoms and molecules
adsorbed onto CNTs or intercalated into their interior could be
dragged by scattering electrons in electric currents. The electric
currents could be generated by an external bias from two
electrodes attached to the CNTs or by special optical
excitations. In the coherent control method, schematically
shown in Figure 2, simultaneous excitation of semiconducting

CNTs by two laser beams with frequencies ω0 and 2ω0 can
inject electrons with a nonzero momentum in their conduction
band.62−68 The direction of the current (electron momentum)
can be controlled by the relative phase of the two laser beams, δ
= δ2ω0 − 2δω0. Because no special crystal symmetry is required
for this mechanism to work, the current can be generated in
both isolated69 and bundled70 single-wall as well as multiwall
CNTs.
The electric current can displace atoms intercalated inside

the CNTs, as schematically depicted in Figure 2. One
possibility is lithium atoms, which were experimentally
intercalated into the CNTs with the goal of testing the
modified CNTs in Li battery applications.47 The motion of a
partially charged Li atom (as a result of charge transfer to the
CNT) is induced by exerting the wind force, Fw, on it

Figure 1. TEM and STM images of a CNT peapod. (A) A room
temperature TEM image (105 × 29 Å2) of a peapod, showing the
SWNT cage and encapsulated C60 molecules. (B) STM image of a
peapod obtained under positive sample bias, showing both atomic
corrugation of the SWNT and features associated with the
encapsulated C60 molecules. Reproduced with permission from ref
48. Copyright 2002 AAAS.

Figure 2. Functional scheme of a nanotube-based atomic pump.
Combined laser excitation at frequencies ω0 and 2ω0, with beams
polarized along the tube axis, induces a current J in the tube, which
exerts the wind force Fw on an atom carrying the net charge Zd.
Reflected carriers build up charges ±ΔQ, which generate a local
electric field causing a direct force Fd to act on the atom. The atomic
motion in the tube occurs on a potential energy surface with activation
barriers Ebarr. Reproduced with permission from ref 52. Copyright
1999 American Physical Society.
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(scattering of the injected electrons from the atom). In
contrast, the direct force, Fd, caused by a local charge buildup,
±ΔQ, of electrons reflected from the atom, is much smaller.
The barriers, Ebarr, associated with intersite hopping of the Li

atom on the CNT surface are shifted by the total force acting
on the atom, Ftot = Fd + Fw, over the distance of the lattice
constant, lt = 1.42 Å. Consequently, the atom hopping rates
toward left and right are given by the following equation:

γ γ= −
±⎛

⎝⎜
⎞
⎠⎟

E F l
k T

expL,R 0
barr tot t

B (2)

respectively, where γ0 = [(2Ebarr)/(mLi lt
2)]1/2 is the atomic

vibration frequency for the Li atom, and mLi is its atomic mass.
For moderate driving, this yields the average atom drag velocity,
as expressed in the equation:

γ γ
γ

⟨ ⟩ = − ≈ −

≈ − μ

⎛
⎝⎜

⎞
⎠⎟v l

F l

k T
E
k T
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2
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at L R t
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2

B

barr

B

(3)

It is strongly dependent on temperature T.52

The proposed drag of materials on CNT surfaces by electric
currents was experimentally realized in a setup as demonstrated
in Figure 3 (top).71 Here, the dc electric current of ∼40 μA was

generated in (metallic) MWNT by two electrodes attached to a
battery. It was found that the current can drag the indium
atoms from one droplet adsorbed on the CNT surface
(shrinking) to another such droplet (growing). When the dc
current direction was reversed, the transport direction of
indium atoms was also reversed.72 Moreover, the In atoms were
transported in the direction opposite to the direction of the
electron flow. This observation was explained by using ab initio

calculations,73 which showed that isolated indium atoms
adsorbed onto graphene and CNTs can transfer about one
electron per atom to their surfaces. Therefore, the application
of an electric field to the above system can cause the positively
charged indium atoms, thermally diffusing around the droplets,
to move in the direction opposite to the electron flow. This is
due to the large direct force, Fd.
This material drag mechanism was implemented in the

construction of a nanoscale manipulator,74 as shown in Figure 3
(bottom). Here, two parallel MWNTs were initially in contact
with each other, and a reservoir of indium atoms was placed on
top of one of them. Once the electric current was passed
between the CNTs, the transported In atoms started to grow
into a ram, and pushed the two nanotubes apart. These results
show that material manipulation along nanotubes could be
successfully used in the building and control of nanostruc-
tures.75

In other studies, Fe76 and Cu77 nanoparticles were melted
inside CNTs using high density electron currents and
subsequently transported through them. Because the metal
atoms were transported in the direction of the electron flow,
they were probably dragged by the wind force, Fw. In Figure 4,

the transport of Sn atoms from one MWNT to another by the
electric current is shown.78 In another study, CuI was
transported through MWNTs by pulsed electric currents,79

which caused CuI decomposition and electromigration of the
ions formed. Mercury was also dragged inside CNTs by electric
fields.80 Large molecules, such as LaC82 fullerenes and LaC2
metal clusters, were set in motion inside the CNTs by electron
irradiation.81

In recent years, graphene monolayers have also been
prepared and intensively studied experimentally.82−85 Atomic
drag induced by electric currents was also used in cleaning
graphene from contaminants86,87 as well as manipulating matter
along graphene.88 As shown in Figure 5a, a thin layer of
aluminum was first deposited on the graphene surface.88 A
charge transfer between the aluminum atoms and graphene
allowed dragging of the atoms in applied electric fields. As
shown in Figure 5b, aluminum atoms were first driven along
graphene to the right in the direction of the horizontally
applied electric field. When the electric field was reoriented to
the vertical direction, the atoms changed their direction of

Figure 3. (top) TEM video images showing indium atom transport on
a MWNT driven by electric field. Reproduced with permission from
ref 71. Copyright 2004 Nature Publishing Group. (bottom) TEM
video images (spanning 60 s) show a nanocrystal ram extension.
Initially, two MWNTs lie in contact with one another, and a reservoir
of indium atoms rests on the top nanotube. The driving current of 2.1
μA creates the ram, which pushes the MWNTs apart. Reproduced with
permission from ref 74. Copyright 2005 American Chemical Society.

Figure 4. Time-resolved TEM images showing melted Sn flowing
between two MWNTs in the presence of an electric current.
Reproduced with permission from ref 78. Copyright 2009 American
Chemical Society.
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motion to the bottom, as shown in Figure 5c. Here, the direct
force was found to dominate over the wind force.
2.2. Electron Drag Induced by Flowing Polar Liquids

In analogy to the electron drag of atoms/molecules in CNTs,
the “opposite effect” was also theoretically predicted.89 Here,
polar and ionic solutions flowing around metallic CNTs were
able to drag its conduction electrons, as schematically shown in
Figure 6. Initially, analogous to the electron drag in

materials,55−57 two dragging mechanisms were proposed. In
the first mechanism, it was suggested that an unidirectional
phonon wind is generated in the CNT by the polar liquid
flowing around it. Here, the phonons couple to the free CNT-
electrons and drag them. In the second mechanism, it was
speculated that the polar liquid (water) can partially localize the
free CNT-electrons in fluctuating electrostatic potential wells
and drag them when flowing.
In subsequent experiments, the molecular flow-induced

electric currents were in fact observed.90,91 Polar and ionic
fluids, such as water, methanol, water−glycerol mixtures, and
HCl solutions, flowing around a mesh of randomly ordered
SWNTs between two contacts, successfully generated voltages

and electric currents between the contacts.90 As shown in
Figure 7, the induced currents had a logarithmic dependence

on the fluid flow rate. As expected,52 the use of SWNTs was
crucial for the generation of the current because they can
provide the strongest electron localization and the closest
contact between these electrons and the passing fluids. Similar
experiments performed with MWNTs generated voltages about
an order of magnitude smaller. On the other hand, liquid flow
on graphite surfaces did not generate any measurable electrical
signal.
The experimentally observed electric currents were explained

by the presence of a fluctuating ratchet potential.90 In this
mechanism, ionic solutions flowing around the CNT can
temporarily accumulate local charges close to the surface. These
can generate Coulombic potential wells that localize the CNT
electrons.89 This potential has nonequilibrium fluctuations
asymmetrically deformed by the flow velocity gradient near the
CNT surface. This fluctuating asymmetric ratchet-like potential
could drag the electrons58 and produce the logarithmic
dependence of the induced current on the flow velocity.
Later, the logarithmic dependence was explained slightly

differently for CNT electron drag realized in ionic solutions.92

It was proposed that the ions can adsorb onto CNT surfaces,
where they can form, together with the first layer of water, a
relatively rigid monolayer. Similar distributions are known to
occur inside narrow CNTs and BNTs, as shown in Figure 21
(bottom). It was suggested that both the adsorbed ions and the
solid-like water pinned to the CNT are dragged in a stick−slip
motion by the flowing ionic solution. When a critical stress is
reached, a local yield takes place, and the first layer of water
together with the ions rapidly rearrange and slide on the CNT
surfaces. The adsorbed ions move forward with their screening
images in the CNTs,93 and generate electron flows, analogous
to the proposed electron drag mechanism.89

Figure 5. (a) SEM image of a graphene device with a crossroad
configuration and aluminum deposited on the top. The scale bar
represents 1 μm. (b,c) Motion of the aluminum after applying an
electric field in different directions (indicated by the arrow). In (b) the
voltage of V = 9 V was applied over t = 6 min and the current was I =
1.4 mA; in (c) V = 12.7 V, I = 1.63 mA, t = 9 min. Reproduced with
permission from ref 88. Copyright 2011 Wiley-VCH.

Figure 6. Scheme of a metallic CNT immersed in a polar liquid
flowing along it with a velocity vm. The molecules, denoted by pairs of
circles for different atoms, coat the nanotube in the form of slipping
layers, which drag the free carriers in the nanotube. Reproduced with
permission from ref 52. Copyright 1999 American Physical Society.

Figure 7. Variation of voltage V developed as a function of velocity u
of water. Solid line is a fit to functional form as V = α log(uβ + 1),
where α and β are constants. Inset shows the experimental setup,
where R is the reservoir, L is the valve controlling the liquid flow, S is
the cylindrical glass flow chamber, and G is the voltmeter. Reproduced
with permission from ref 90. Copyright 2003 AAAS.
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In this model,92 it was shown that the drift velocity of the
CNT-adsorbed ions has a logarithmic dependence, va = va

c

ln(v0/vc), on the flow velocity v0, where va
c and vc are constants.

From this relationship, the induced currents and voltages were
obtained as follows. If the electrons in the CNT have the drift
velocity ve, the electric current is I = 2πrneeve. The drift velocity,
ve, can be obtained from the approximate equation of motion
for electrons inside the CNT:

τ
η= − − − +m

v
t

m
v

m v v
n
n

eE
d
d

( )e
e

e
e

a e a
a

e (4)

where τ is the relaxation time, η is the electronic friction
coefficient, na is the concentration of the adsorbed ions, ne is the
concentration of electrons in the CNT, and E is the electric
field inside the CNT.92

Two limiting solutions of eq 4 were considered. In the short
circuit case, E = 0 in steady state (dve/dt = 0), and one can
obtain that

κ
κ

π

=
ητ

+ ητ

=
+

∝
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m m n n v

m m n n

I rn ev v
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e a 0 (5)

Here, the logarithmic dependence of va on v0 was used. In the
open circuit case, ve = 0, so the voltage on the CNT is U = LE,
where L is the CNT length. Therefore, eq 4 gives

η
= ∝U

Lm
e

n
n

v vlna a

e
a 0

(6)

This simple model gives the logarithmic dependence of the
current/voltage on the flow velocity in both the short and the
open circuit cases, as observed in experiments.90

Despite this success, it should be noted that the present
assumption of ions being adsorbed onto the CNT within an
ice-like water monolayer was deduced from studies of hydrated
ions on MICA surfaces. Our recent quantum molecular
dynamics simulations performed using TeraChem around 3
nm long metallic (4,4) CNTs did not reveal hydrated ion
adsorption or ice at the nanotube surface (Na+ was diffusing
∼3−4 Å and Cl− was ∼4−5 Å above the CNT surface).
A combination of the above electron-material drag

mechanisms was also experimentally tested.94,95 In Figure 8, a
scheme of the experimental setup is shown. When the current/
voltage was applied between electrodes 3 and 4 (“motor” part,
electrode 3 was grounded), water was dragged inside the
metallic SWNT from region 3−4 to region 1−2. Two
voltmeters, connected to electrodes 1 and 2 (“generator”
part), detected the voltage difference between 1 and 2,
generated by the water flow. It was suggested that Coulombic
coupling between water dipoles and free electrons in the
SWNT caused the drag mechanism. This is analogous to the
initially proposed mechanism.89

2.3. Electron Drag Induced by Flowing Gases

Electron resistivity in solid-state materials is mainly caused by
the scattering of electrons by other electrons, phonons, and
impurities.96 Analogously, the scattering of CNT-electrons
from atoms and molecules in media surrounding the CNTs,
such as gases97 and ions in solutions,98 can change their
electronic transport properties. For example, it was found
experimentally that the flow of N2, Ar, and O2 gases along the
surfaces of CNTs generates electric current in them,99 as shown

in Figure 9. The observed induced potential difference was
attributed to thermoelectric effects, which were caused by
temperature gradients induced by the gas flow.

These thermoelectric phenomena can be explained as
follows.99 For the adiabatic steady-state inviscid flow of gas,
Bernoulli’s equation gives the pressure along a streamline:100

γ γ= − − ≈ −
γ γ−⎡

⎣⎢
⎤
⎦⎥

P
P

M M1
1
2

( 1) 1
20

2
/ 1

2

(7)

Here, M = u/c is the Mach number, where u is the gas flow
velocity and c is the velocity of sound, γ = Cp/Cv, where Cp (Cv)
is the specific heat at constant pressure (volume), and P0 is the
maximum pressure at the point on the streamline (flow velocity
is zero). The relative pressure difference between the left (L)
side and right (R) side of the material sample is given by

γ−
≈ −

P P
P

M M
2

( )L R

0
R
2

L
2

(8)

Figure 8. A suspended SWNT connected to four electrodes. Current/
voltage is applied between electrodes 3 and 4 (“motor” part), and the
induced electromotive force resulted in a voltage difference being
measured between electrodes 1 and 2 (“generator” part) when the
device is exposed to water vapor. Reproduced with permission from ref
94. Copyright 2008 Wiley-VCH.

Figure 9. (a) Schematic of the general setup. The flow rate at the exit
point is deduced from the measured flow rate at the side port using the
rotameter. (b) Sample: Shaded portions marked the electrodes. The
positive terminal of the voltmeter is connected to the right (R) of the
sample of active length d kept at an angle α = π/4 with respect to the
horizontal axis. (c) Typical response of n-doped Ge for a flow of argon
gas at 7 m/s. Reproduced with permission from ref 99. Copyright
2004 American Physical Society.
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From the ideal gas law, the fractional temperature difference is
related to the pressure and density differences by ΔT/T = Δ P/
P − Δρ/ρ. If M < 1, Δρ is negligible, so ΔT/T ≈ ΔP/P, and

γΔ ≈ −T
T

M M
2

( )
0

R
2

L
2

(9)

where T0 = (TL + TR)/2 and ΔT = TL − TR > 0. This
temperature difference, ΔT, generates a voltage difference of

γΔ = − = −V V V
k

T S M M
2

( )L R 0 R
2

L
2

(10)

where the Seebeck coefficient of the solid material, S, is positive
for p-type and negative for n-type semiconductors. The factor k
depends on the gas−solid interactions. In other regimes, this
model also predicts that ΔV ∝ M2. This is in good agreement
with the experimental results.99

3. MATERIAL DRAG IN NANOTUBES INDUCED BY
FLUIDIC FLOW

In recent years, nanofluidics in CNTs and other carbon-rich
nanomaterials has been broadly explored. Initially, it was found,
by classical molecular dynamics (MD) simulations,101 that
water, in adition to other atoms and molecules, can enter
CNTs, due to the relatively large mutual van der Waals (vdW)
coupling. In the following experiments, a fast passage of
gases102,103 and liquids104−107 through CNT membranes was
demonstrated. The atomic smoothness and hydrophobicity of
CNTs lead to unusually low molecular friction and transport
rates that were orders of magnitude higher than those expected
according to classical fluid transport theories.108 The passage
rates of water and ionic solutions through CNTs and along
their surfaces depend on their mutual interactions109 and
orientation.110 Molecular transport inside BNTs was also
examined.111,112 The flow rates can be influenced by chemical
functionalization113 and electrostatic gating.114 Recently, it has
been also proposed that porous graphene forms selective sieves
for ions115 and other molecules in both the gas and the liquid
phases.116−118 The initial experiments were performed with
DNA and other molecules passing through the pores.119−122

3.1. Coulombic Drag of Molecules Induced by Distant Flow

In the previous section, we discussed atomic and molecular
drag in CNTs caused by electron−molecule scatter-
ing.52,71,76,89,90,92 In recent years, using MD simulations, it
has also been shown that molecules might be dragged on CNT
surfaces when they Coulombically scatter at nanometer
distances with molecules in polar123 and ionic solutions124

flowing through the nanotube interior. Analogously, charged
particles moving outside the CNTs could drag charged peptides
solvated in the nanotubes.125 These “across-the-wall” molecular
drag phenomena can broaden the range of options for
controlling material transport on a nanoscale.
3.1.1. Dragging of Molecules on Nanotubes by Water

Flowing through Their Interior. In the first successful
demonstration of such across-the-wall molecular drag phenom-
ena,123 using classical MD simulations, it was shown that ions
and highly polar molecules, such as the NH3

+−(CHCH)4−
CH2−(CHCH)6−CO2

− zwitterion, can be physisorbed on
SWNTs and subsequently dragged by Coulombic scattering
with the water passing through them under pressure.104 The
zwitterion dragging onto CNT by water is shown in Figure 10.
The approximate molecular parameters were obtained from

ab initio quantum chemistry calculations using Gaussian 03,126

and were added to the CHARMM27 force field.127 The system
was placed in a (periodic) box with the dimensions 4.8 × 4.8 ×
9.94 nm and simulated in the NVT ensemble (constant number
of molecules, volume, and temperature) with NAMD.128,129

The long-range electrostatic forces were computed by the
particle-mesh Ewald method.130 Langevin dynamics131 was
used at T = 300 K with a small damping coefficient of 0.01 ps−1

and the time step of 1 fs, to preserve the momentum of the
dragged molecules (minimize its nonphysical dissipation by the
reservoirs).132 The tube was left free to vibrate, except for a few
fixed atoms, and the water flow was induced by applying an
unidirectional force on the oxygen atoms. The generated
pressure of P ≈ 70 atm133 caused water molecules to flow with
an average velocity of ⟨vwat⟩ ≈ 10−20 m/s.
The Coulombic potential energy of the molecule adsorbed

on the nanotube and coupled to all of the water molecules
flowing inside the tube is

∑ ∑φ φ≈ =
πε | − |

E q r r
Q

r r
( ), ( )

1
4i

i i
j

j

j
C

(11)

Here, qi and Qj are the charges of the ith atom in the adsorbed
molecule and jth atom in the water chain (O or H),
respectively, with the coordinates ri and rj. The charges are
effectively reduced by the size of the dielectric constant ε of the
(semiconducting) nanotube.
In Figure 11, the molecular drag rate is illustrated on the

ratio R = vm/vw of the average velocities (total distances
traversed) of the molecules or molecular ions on the CNT
surface and water flowing inside the tube. The ratios R were
obtained for different effective total charges q of the tested ions
(model dielectric constant ε) in t ≈ 100 ns trajectories. Because
R ≈ 0.7−0.8, the molecular drag is very efficient.
In this system, the zwitterion is attached (physisorbed) by

vdW coupling to the (nonpolarizable) CNT and by Coulombic
coupling to the water in its interior. It diffuses fast on the CNT
surface, and its random motion is also influenced by the
fluctuating and “shifting” electrostatic potential, φ(r), generated
by the flowing polar liquid.134 The center of mass of the
molecular diffusion trajectory shifts (about 100 times slower
than its diffusion speed on the surface) with the fluctuating
relief of φ(r). The more polar is the molecule, the more
deterministic is its motion, eventually resembling motion on an

Figure 10. The NH3
+−(CHCH)4−CH2−(CHCH)6−CO2

− zwit-
terion molecule adsorbed on the surface of the (14,0) SWNT driven
by the flow of water molecules inside the CNT at T = 300 K. In the
confined CNT geometry, the water molecules are transiently oriented
in one or the other direction. However, they randomly switch between
the orientations in longer simulations. The molecular orientation also
switches, and its motion on the CNT surface looks like a free diffusion.
Reproduced with permission from ref 123. Copyright 2006 American
Chemical Society.
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“elastic transportation belt”. Screening of the electric fields by
the CNTs has not been considered here, but its possible effect
can be very important (discussed later).
3.1.2. Dragging of Nanodroplets on Nanotubes by

Ions Passing through Their Interior. The idea of across-the-
wall Coulombic coupling was also theoretically tested in the
dragging of nanodroplets of polar molecules adsorbed on
CNTs and BNTs.124 Figure 12 presents a nanodroplet with Nw
= 400 water molecules adsorbed on the surface of a (10,0)
SWNT at T = 300 K. The droplet is dragged by a distant single
Na+ (Cl−) ion intercalated in the SWNT, when an electric field

of ε0 = 0.1 V/nm is applied along the tube. If the field is not
very strong, the ion tends to diffuse in the nanotube region
covered by the droplet, while slowly pulling the droplet
forward. At larger fields, the ion can leave the droplet area, as
discussed below.
If the system in Figure 12 is left to relax in the absence of an

external electric field, a dynamical equilibrium is established (in
the vapor and liquid phases). Here, a water nanodroplet
condenses on the (nonpolarizable) CNTs around the ion, as on
the other nanofibers.135 The ion induces and is held in a
dynamical polarization potential well formed in the droplet.
Figure 13 illustrates the Na+ and Cl− ion-droplet binding

energies, Eb, obtained in the absence of external electric fields.

The binding energies are several times smaller than the Na+ and
Cl− bulk hydration energies of Esolv = 7.92 and 6.91 eV,136

respectively. The binding energies saturate for larger droplets
with Nw = 100 − 800 waters. The Eb energy can be estimated
analytically by assuming that the ion is located at a distance d ≈
0.35 nm above a flat surface of water with a dielectric constant
of εw ≈ 80. This gives the equation
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which is in good agreement with Figure 13.
Figure 14 shows the average velocities, vw, of the nano-

droplets with Nw water molecules in the system shown in
Figure 12, when the electric field of ε0 = 0.1 V/nm is applied
along the (nonpolarizable) CNT. The velocities obtained are
(1) proportional to the electric field, (2) they have practically
the same values when Na+ or Cl− ions are used for the
dragging, and (3) they largely decrease with the droplet size.
Dragging the water nanodroplets by individual ions was also
modeled on BNTs with highly polar surfaces.40,112,137 The
observed ring-like droplets were dragged about 40 times slower
than on the CNTs.124

Figure 11. The ratio R of the average velocities (distances) of the
adsorbed CH2CH−CHCH−NH3

+ and CH2CH−CHCH−
CH3−O− ions (vm), with different effective total charges q, and water
(vw) inside the (14,0) SWNT. The diamond at q ≈ 0.5 applies to the
NH3

+−(CHCH)4−CH2−(CHCH)6−CO2
− zwitterion molecule

with correct (unscaled) charges. (inset) The ratio between the average
speed of the CH2CH−CHCH−CH3−O− anion and the flowing
water plotted with the time of driving (averaging). Reproduced with
permission from ref 123. Copyright 2006 American Chemical Society.

Figure 12. A nanodroplet of Nw = 400 water molecules dragged on the
surface of (10,0) carbon nanotube by a single Na+ ion intercalated
inside the tube and driven by the electric field of ε0 = 0.1 V/nm,
applied along the tube z axis. Reproduced with permission from ref
124. Copyright 2008 American Physical Society.

Figure 13. Binding energies, Eb, between Na+ (Cl−) ion, intercalated
in a (10,0) CNT, and water nanodroplets of about Nw molecules,
adsorbed on its surface (gas-phase molecules are neglected). (inset)
Snapshots of the electrostatic potential φw along the axis of the
nanotube with the intercalated Na+ ion. The polarized water molecules
create a steep potential well of a depth ∼1 eV around the ion that
moves together with it. Reproduced with permission from ref 124.
Copyright 2008 American Physical Society.
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Now, we briefly describe the nanodroplet drag motion on the
nanotubes. Upon closer examination, we can find out that the
water molecules and the ion move in a highly self-organized
way, which closely resembles the motion of biological cells. The
nanodroplet translation seems to be closer in character to
sliding138 than rolling,139 due to partial wetting of the nanotube
surfaces. The velocity of the macroscopic droplets moving both
by sliding and by rolling motions is controlled by the
momentum/energy dissipation of the water moving inside
the droplet.138 Both mechanisms qualitatively give the same
dependence of the droplet velocity:

ε η∝v e r/( )w (13)

Here, the droplet radius is r ∝ Nw
1/3, and the water viscosity is η

∝ 1/T.140 The data shown in Figure 14 roughly confirm this
dependence even for the motion of nanodroplets. Yet the
driving velocity scales more steeply with the number of water
molecules:

∝v N1/w w
2/3

(14)

The inset in Figure 14 shows that for Nw = 400 the temperature
dependence of the droplet velocity is almost linear, vw ∝ T, as
expected from eq 13. When the ion is placed inside the droplet,
rather than inside the CNT, the velocity of the nanodroplet is
about 20% larger.
An interesting situation occurs when the ions are driven in

nanotubes fully submerged in water.124 When (10,0) CNT was
submerged in water and placed in the field of ε = 0.1 V/nm, the
MD simulations gave the ion speeds of vNa+ = 464.7, 622.5, and
733.7 m/s and vCl− = 284.5, 401.6, and 547.9 m/s, at T = 240,
270, and 300 K, respectively. These speeds are limited only by a
translationally invariant ion−water across-the-wall scattering.134
Therefore, the speeds are 4−5 times larger than those of the
ions dragging water nanodroplets in the same electric fields.
The role of screening in the across-the-wall molecular

dragging was clarified by ab initio quantum mechanical
calculations.124 It was found that thin SWNTs,34,141 such as
(4,3) CNT, and all BNTs30 have large band gaps, relatively
small dielectric constants,142 and they reduce the external

electric fields in their interior by 10−25%. Interestingly, it was
found that screening in metallic SWNTs does not block across-
the-wall molecular dragging by individual ions or ionic
solutions. Two ions separated by the wall of a metallic
SWNT can still “see each other” via their screening charges that
interact in the monolayer.124 It turns out that the ion coupling
is reduced by ∼70%. These results illustrate that across-the-wall
Coulombic drag is possible even in metallic CNTs.

Drag in the Presence of Oil. The nanodroplet drag on
CNTs is very different when oil is adsorbed onto their
surfaces.124 In Figure 14, the data presented show that No =
100 and 200 octane molecules adsorbed onto the CNT of the
length of 5 nm can decrease the droplet velocity vwo by an order
of magnitude, due to friction between the water and the oil.
Smaller droplets, Nw < 100, are attached to the ion by a narrow
“neck” passing through the oil layer (right inset). Larger
droplets are more spherical, are significantly submerged inside
the oil, and in addition they share a very small surface area with
the CNT. In analogy to water droplets present in bulk oil, their
motion can be described by the Stokes law that seems to largely
preserve its validity even on a nanoscale.143,144 Here, it gives F
= −6πrηvwo, where F = eε0 = 16 pN is the drag force acting on
the droplet, r is the droplet radius, and η ≈ 0.54 mPa s is the
viscosity of octane at T = 300 K. For Nw = 100, one finds that r
≈ 3.5 Å, so vwo = 4.5 m/s.
The effect of an “oily interface” can be also seen in our

simulations presented in Figure 15. Here, it is clearly shown

that a reverse micelle145 can be dragged on two (10,0) CNTs
with one Na+ ion present in each of the CNTs. The micelle is
covered by a lipid monolayer, and it contains (hence can
deliver) one GFP protein146,147 with 4 Na+ neutralizing ions.148

The amphiphilic lipid molecules, 1,2-dipentanoyl-3-phosphati-
dylcholine (PPOPC), have hydrophobic chains with half the
size of POPC, a common biological membrane phospholi-
pid.149 They allow the reverse micelle to keep a close distance
between water and the CNT dragging ions, but they also
prevent unfolding of the protein on the CNTs.124 When the
CNT-ions are driven by the electric field of ε0 = 0.03 V/nm, the
(neutral) reverse micelle is dragged with a speed of v < 0.2 nm/
ns. If only a water droplet with Nw = 10 000 is dragged as
shown in Figure 15 by an electric field of ε0 = 0.1 V/nm, the

Figure 14. Dependence of the nanodroplet velocity, vw, on the number
of its water molecules Nw. The nanodroplet velocity, vwo, in the
presence of No = 100 and 200 octane molecules is also shown. (right
inset) Visualization of the nanodroplet with Nw = 50 in No = 200
octane molecules. (left inset) Temperature dependence of the
nanodroplet velocity for Nw = 400 and No = 0 and 100 octane
molecules. Reproduced with permission from ref 124. Copyright 2008
American Physical Society.

Figure 15. A reverse micelle formed by Nw ≈ 10 000 water molecules
and 472 PPOPC phospholipids, which contains a GFP protein and 4
Na+ ions neutralizing it (water is partly removed to see the protein,
bottom and right top). It is driven by two Na+ ions intercalated inside
two CNTs.
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droplet moves together with the ion pair at a speed of vw ≈ 6.6
nm/ns.
Ion Capture by Nanodroplets. When the ion−droplet

complex is driven by large electric fields and/or when the
droplet is very small, the ion can relatively easily escape and
later be recaught by the nanodroplet (in the presence of
periodic boundary conditions).
In Figure 16, we present the MD simulation trajectory of a

Na+ ion inside a (10,0) CNT coupled to a nanodroplet with Nw

= 20 water molecules in the field of ε = 0.02 V/nm.124 The ion
trajectory is shown by the dark line, and the induced electric
field along the CNT axis created by the ion-polarized droplet is
plotted by contours. The neighboring regions with positive/
negative fields (different colors) correspond to the sides of the
potential well that forms around the ion.
In the electric field used, the ion manages to leave this small

nanodroplet, goes once around the tube, and reapproaches the
droplet with a velocity of vini ≈ 1400 m/s (bottom) at t < 7 ps.
When the ion gets closer to the droplet, its water molecules
become highly polarized (inset at z = −1.3 nm, t = 7 ps). The
ion first passes around the droplet, just to be attracted back by
several chained molecules protruding from the droplet (z = 1.7
nm, t = 10 ps). During the deceleration of the fast moving ion,
its kinetic energy is converted into a Coulombic potential
energy of the chained water molecules. This energy is released
in the form of heating of the nanodroplet during the following
short oscillations of the ion in the droplet, followed by its
recapture (z = 2 nm, t = 18 ps). Eventually, the ion−droplet
pair cools on the nanotube and moves at a much smaller
velocity of vend ≈ 130 m/s. The observed transient oscillations

during the ion−droplet pair formation resemble oscillations
accompanying the formation of quasiparticles.150

3.1.3. Dragging of Solvated DNA on Nanotubes by
Ionic Solutions Flowing through Their Interior. Across-
the-wall Coulombic coupling might also be used to drag
molecules adsorbed on CNTs solvated in ionic solutions and
deliver drugs.151−154 In Figure 17 (top), we show our MD

simulations of a 50-base long single strand DNA molecule that
binds by π−π interactions155 to the surface of the (25,0)
(semiconducting) CNT. Outside the nanotube, 49 Na+ cations
are used to neutralize the DNA in 33 600 water molecules. In
addition, 100 Na+ and 100 Cl− ions are added to model the
physiological salt concentration (1%). The neutral ionic
solution inside the nanotube (periodic boundary conditions)
consists of 1850 water molecules, as well as 15 Na+ and 15 Cl−

ions.
When the ionic solution inside the CNT was flowing to the

left under the applied pressure of P ≈ 70 atm at T = 350 K, the
DNA was dragged with the average speed of v ≈ 0.3 nm/ns, as
seen in Figure 17 (bottom). The DNA molecules solvated in
ionic solutions could also be dragged on CNT surfaces by
electric currents passing through the CNTs.89 In principle, the
molecular drag might also operate on graphene when ionic
solutions are pumped on its other side.157

3.1.4. Guided Self-Assembly of Filled Micelles on
Nanotubes. Hydrated micelles formed by amphiphilic
molecules and filled with drugs158 and peptides159 that are
poorly soluble in water might be able to form highly efficient
nanomedicines.160 Recently, by using coarse-grained MD
(CGMD) simulations, it was shown that such drug-filled
micelles could be self-assembled in a controlled manner by a
molecular drag on the surfaces of CNTs filled with drug
molecules.161 When the CNTs are placed in water with
solvated lipids,162,163 lipid hemimicelles164 or cylindrical
micelles165 start to form onto their hydrophobic surfa-
ces.166−168 If the solution flows along the CNT and the drug
molecules in its interior are pressurized from one side, the pro-
micelles are dragged on the CNT surface, filled with drug
molecules at the CNT tips, and sequentially released, in a
process analogous to nanoscopic jets.169 Drug molecules filling
the micelles could be supported through the CNT interior, and
the lipids might be continuously adsorbed on the CNT surface

Figure 16. The trajectory of a Na+ ion inside a (10,0) CNT, which is
coupled to a water nanodroplet with Nw = 20 in the field of = 0.02
V/nm. During the simulations, the ion is released and recaught by the
nanodroplet. The axial position and the time of the ion motion are
shown on the horizontal and vertical axes, respectively. The electric
field generated by the water molecules along the CNT axis is plotted
by contours. Reproduced with permission from ref 124. Copyright
2008 American Physical Society.

Figure 17. (top) A 50-base long single strand DNA molecule, with the
sequence CCTTCAGTGG CCGGTCATTG ATGAAGCCCT GAG-
GAACAAG GACACTCCGG,156 driven on the surface of a (25,0)
CNT (periodic unit cell of 65.5 × 65.5 × 293.8 Å) by the ionic
solution flowing inside. (bottom) Motion of the DNA backbone to the
left is clearly visible (t = 0, green strand; t = 7.4 ns, red strand).
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from the solution. In a related example of dip-pen nano-
lithography,170 molecules are deposited on material surfaces by
nanoscopic tips.
This idea was tested for lipid molecules that have one or two

hydrophilic heads and a single hydrophobic tail ,
[CH3(CH2)14CH((CH2OCH2CH2)2(CH2COCH2))2H].161

The CNT-guided self-assembly of filled micelles was modeled
using CGMD simulations167,171−175 with the Martini 2.0 force
field176 implemented in the NAMD package.128,129,177 Coarse
graining of the lipids was performed through a four-to-one
atom-mapping procedure,171 where every four non-hydrogen
atoms in the lipids are modeled as a single bead. The coarse-
grained (CG) hydrophobic tails were represented by the C1-
type beads,176 and the hydrophilic heads as the Na-type and N0-
type beads, respectively. The coarse-grained double headed
lipid is shown in the inset of Figure 18. The honeycomb

structure of CNT was reduced to a triangular lattice of CG
beads,175 where every three carbons in the graphene are
modeled as a SC4-type bead and the nonbonded interactions
between the beads are defined in the Martini 2.0 force field.176

Every four water molecules are united into a single P4-type
bead, and the hydrophobic hexadecane molecules,
CH3(CH2)14CH3, filling the CNT were modeled by the C1-
type beads. The Langevin piston method has the damping
coefficient of 1 ps−1 and time step of 15 fs. To prevent artificial
freezing of the CGMD water at low damping, antifreeze water
beads (8% of the total normal water beads) were used.
In the simulations, 450 lipids were placed on the surface of

the (40,0) CG CNT, 400 hexadecane molecules were placed in
its interior, and the system was equilibrated in CG water for t =
20 ns at T = 350 K. The equilibrated lipids wrap around the
fixed CNT and form hemimicellar structures,166,178,179 as
shown in Figure 18a. When the force of f1 = 2.08 pN oriented
along the CNT toward its right tip was applied to each water
bead, water flew with a velocity of v ≈ 1.5 nm/ns and dragged

the lipids onto the CNT. The molecules inside the CNT were
pressurized in the same direction by a force of f 2 = 1.39 pN,
applied on each of their beads. Using these forces, the velocities
of the lipids and the hexadecane molecules were tuned so that
they would be similar.
Upon application of these forces, the lipid and hexadecane

molecules start to move toward the CNT tip, and soon the first
hemimicelle covers the CNT tip, as seen in Figure 18a. Within
4 ns, the first micelle of diameter of d ≈ 5 nm containing ∼100
hexadecane molecules is formed and detached from the CNT
tip, as seen in Figure 18b. When it leaves, the remaining lipids
and hexadecane molecules move forward, and the next
hemimicelle covers the CNT tip in a similar fashion. The
second filled micelle has a diameter of d ≈ 3 nm, and it contains
∼40 molecules. The third micelle then is created within ∼10 ns
after the first one, and so on. The kinetically stable micelles
thus formed have different sizes, because the progression of
both sets of molecules is not steady when their amounts are
decreasing. Their sizes as well as the degree of filling can be
controlled by the system parameters. It should be noted that in
coarse-grained modeling, the system dynamics is about ∼4
times faster than in atomistic modeling (lack of structure in the
CG systems).

3.2. Electrokinetic Drag of Molecules

The molecular drag phenomena discussed above are based on
the mutual scattering of ions and molecules at relatively large
distances (across the nanotube wall). The scattering of
molecules at small distances, typically taking part in the same
medium, can lead to various other drag phenomena. We will
now describe some of these phenomena in CNTs and briefly
discuss their possible modeling.

3.2.1. Modeling of Electrokinetic Phenomena. Electro-
kinetic phenomena in microchannels can be described by
classical continuum theories,180,181 using the Poisson−Boltz-
mann and Navier−Stokes equations.182 These equations need
to be solved simultaneously under proper boundary conditions
in the nanochannels to obtain the fluid flow rates. The
microscopic description breaks down in nanochannels,183 but it
can be partially corrected by including the finite sizes of ions,184

nonelectrostatic interactions,185 the dependence of the solution
permittivity on the field strength,186 the walls,187 discrete
solvent,188 and other effects.189−191 Even though some of the
correction terms in the classical transport equations can be
extracted from MD simulations,182 a precise description of the
electrokinetic transport in nanochannels can be obtained only
from full MD or QM/MD simulations. Below, we present
several typical examples of these simulations as performed in
CNTs.

3.2.2. Electrophoretic Drag in Nanotubes. Charged
colloidal particles have electric double layers (EDL) around
them.192 The EDL parameters are determined by the character
of the particle and the solvent. In the presence of an electric
field, the charged particle and its EDL can move to some extent
separately, which in turn allows it to define and measure the so-
called ζ-potential of the particle. This electric-field dragging of
charged particles through solvents is called electrophoresis. For
example, it was shown by MD simulations193−195 and
experiments that individual biological molecules, such as
DNA, RNA, and proteins, could be dragged by electrophoresis
through surfactant,196 inorganic,197 and silicon nano-
tubes.180,198 The moving particles can also drag a lot of solvent

Figure 18. Controlled self-assembly of hydrated double-headed lipid
micelles filled with hexadecane. (a) Lipids deposited on the CNT form
random hemimicelles. Soon after application of the forces on the water
and hexadecane molecules, the first hemimicelle covers the CNT tip.
(b) The first micelle filled with hexadecane is formed at the CNT tip
within ∼4 ns. (c,d) After another ∼10 ns, two more micelles are
sequentially formed. The inset shows a single biheaded lipid molecule.
Reproduced with permission from ref 161. Copyright 2011 American
Chemical Society.
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molecules with them,199 especially in the highly confined
volumes present inside the nanotubes.
3.2.3. Electroosmotic Drag in Nanotubes. There is also

a great practical interest in the passage of charged molecules
and nanoparticles through membranes formed by CNTs104 and
other nanoscale materials.200 In osmosis, typically one type of
solvated molecules is unable to pass through the nanochannels
in such a membrane, while the other components can pass
through it.201 When the blocked molecule is present at different
concentrations on both sides of the channel, the other
components can flow against its concentration gradient
(solvation) and generate a pressure gradient (osmotic pressure)
to stabilize the chemical potentials. CNTs have been used in
osmosis, because small ions, with tightly bound hydration
shells, are not able to enter narrow nanotubes.202−204 For
example, the critical diameter of nanopores for the entrance of
individual hydrated Na+ ions is d ≈ 7 Å. This corresponds to
both the (5,5) CNT202,205 and the (5,5) BNT.111,206,207

However, hydrated ions might still be able to enter such
narrow CNTs at higher ion concentrations,204 when the
nanotubes are charged208 or functionalized,203,113 at high
temperatures or in the presence of ultrasound.209

Figure 19 illustrates MD simulations of the osmotic flow
through two hexagonally packed CNT-membranes, where each

CNT is of (6,6) “armchair” type with length and diameter of
13.4 and 8.1 Å, respectively.210 Two compartments are seen,
one filled with pure water and the other with an aqueous
solution of NaCl at an initial concentration of 5.8 M. The
subnanometer pores of the CNTs permit the transport of water
molecules between the two compartments, but not that of
hydrated Na+ and Cl− ions. The resulting osmotic imbalance

drives water to flow from the pure water compartment to the
salt-solution compartment, thus gradually draining the pure
water compartment.210,211 A reverse osmosis can also be
realized in this system.212,213 By applying an external pressure
on the reservoir with the ionic solution,214 water can be
transported with the ionic concentration gradient through the
semipermeable CNTs into the reservoir with pure water.
In electroosmosis, external electric fields can induce the flow

of ionic solutions through a channel.192 Typically, the channel
walls are partially charged due to the chemical groups attached
to them. Therefore, opposite charged ions become Coulombi-
cally attracted to the charged walls and preferentially enter the
nanochannel from the ionic solution. Once the electric field is
applied along the channel, the ions that are prevalent in it are
driven by the field, and as they move they drag the solution.
Analogously, when an ionic solution flows through a CNT with
charged walls in the presence of an electric field, the
electroosmotic flow of water can occur.114,208,215−217 Because
of high localization, its flow direction might be opposite that
predicted by continuum models.218

If the tips of a narrow CNT are modified with polar
functional groups, ions of only one charge might be able to
selectively enter the CNT from the solution, which can be then
driven by electroosmosis in the presence of electric fields.113,203

Figure 20 shows a model (16,16) SWNT functionalized with

CH2−NH3
+ groups attached at the top CNT end and CH2−

COO− groups attached at the bottom CNT end.203 The tube
was placed in a membrane-mimic slab with properties similar to
those of a lipid bilayer, and the system was solvated in 1.5 M
KCl solution. When an electric field of E = 0.15 V/nm was used
to drive the ions through the nanotube, the Cl− ion flow
through the CNTs was much higher than the K+

flow. This was
related to the fact that the K+ ions were more tightly
(electrostatically) bound to the COO− groups at the nanotube
entrance. This is in turn generated a large energy barrier and
reduced their occupancy in the tube.
Related electrokinetic phenomena can occur in nanochannels

even if both types of ions can enter into them, since the ions
can be localized at different cross-section regions of the
channels and/or move differently. For example, it was shown
both experimentally and theoretically that EDL can exist at

Figure 19. Snapshot of MD simulations of osmotic flow in CNTs. The
pure water (middle) compartment is separated from the NaCl salt
solution by two membranes of hexagonally packed CNTs. Only water
can pass through the CNTs and flow in the compartment containing
NaCl. Reproduced with permission from ref 210. Copyright 2003
National Academy of Sciences.

Figure 20. Schematic (left) and visualization of MD simulations
(right) of a functionalized CNT inserted in a slab and solvated in a
bath of 1.5 M KCl. One CH2−NH3

+ per carbon ring is attached to the
top, and one CH2−COO− is attached at the bottom. Chloride ions are
shown in darker shade. Water molecules are not shown. Chloride
occupancy is higher than potassium. A buildup of potassium ions near
the COO− carboxylate ion is also observed. Reproduced with
permission from ref 203. Copyright 2003 American Chemical Society.
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nonpolar neutral nanochannel walls.219−221 This is due to
different distributions of hydrated ions at the water−wall
interface. Even though neither (positive or negative) ions are
attached to the walls, such as in typical electroosmotic
phenomena, the fact alone that they are differently distributed
at the walls can in fact lead to electroosmosis.
Recently, we studied these phenomena using classical MD

simulations in narrow CNTs and BNTs filled with individual
hydrated monovalent ions and their neutral solutions. In Figure
21 (top), we show the number of water molecules passing

through the (12,12) BNT (length of l ≈ 10 nm and partial
charges of qB = qN = e112) when a single hydrated Na+, K+, or
Cl− ion is driven by the electric field of ε = 0.11 V/nm at T =
300 K, with electrostatic periodic boundary conditions
applied.130 We can clearly see that the drag rate of water is
largest for Cl−, it is smaller for K+, and is smallest for Na+. In
the (12,12) CNT, the water drag rates for these ions are ∼4.5
times larger and practically identical to each other. The much

larger flow rates in the CNT can be understood from the
enhanced friction of flowing water in the polar BNT.
The individual drag rates can be understood from the radial

distributions of ions in these systems, shown for the (12,12)
BNT in Figure 21 (bottom); in the CNT, all of the
distributions are shifted ∼1 Å away from the wall. We can
clearly see that the distances of ions from the (12,12) BNT wall
correlate with their water drag rates in this system. Therefore,
these rates might originate in different “friction” of the ions
with the walls. In (nonpolarizable) CNTs, the ion−wall friction
is small, independent of the ion−wall distance, so the drag rates
are practically the same for different ions. In BNTs, this ion−
wall friction is larger, because the ion−wall distances are smaller
than in CNTs and the BNT wall is effectively corrugated
(polarity). Different ions then experience different frictions.
When neutral solutions are driven in these systems, the water
drag rate is also nonzero, but the phenomena that are present
are more complex.

3.2.4. Other Fluidic Drag Mechanisms. The presence of
EDL in channels can lead to other transport phenomena. For
example, the generation of an electric current by pressure,
called a streaming current, is a reverse effect to the
elecroosmotic flow.222 When an ionic solution flows under
hydrostatic pressure through a channel with charged walls,
counterions adjacent to the charged walls are carried down-
stream and generate an electric (streaming) current.
The streaming current was proposed to explain the voltages/

currents generated by polar/charged liquids flowing around
CNTs.90 If the CNTs are charged after chemical treatment, the
flow-induced voltages/currents generated in the CNTs might
be caused by the streaming potential generated by the flowing
“Debye layer” of counterions with positive charges on the
nanotube surface.223 Although it is likely that this mechanism
can be observed in CNTs, this is probably not the main effect
in the observed drag phenomena. This mechanism seems to
contradict the fact that the flow-induced voltages that were
observed were ∼10 times smaller in MWNTs than in SWNTs.
It would also require large liquid flow rates and result in a linear
dependence of the current on the flow rates.224 In principle,
new effects resulting from the combination of these phenomena
might also exist in these systems.
Molecules in thin channels can also be dragged by capillary

forces when the (vdW and Coulombic) liquid−surface coupling
is stronger than the liquid−liquid coupling.42,43,107,225−231 For
example, DNA can spontaneously enter into CNTs,232 due to
capillary driving forces.107 Recently, it has also been proposed
that when external charges are asymmetrically positioned close
to CNTs and their positions are fixed, water flow can pass
without stopping through the nanotube connecting the two
reservoirs.233 The presence of such a flow would obviously
break the laws of thermodynamics.234 Later, it was shown that
while static electric fields alone cannot pump fluids
(equilibrium), periodically oscillated oscillations (nonequili-
brium) can pump water in CNTs.110,235−238 Other related
scenarios might in principle lead to new drag phenomena, but
one should carefully separate them from effects caused by
potential numerical errors inherent in the simulations. It should
always be kept in mind that drag requires the presence of both
asymmetry and nonequilibrium.58

Figure 21. (top) The time dependence of the number of ions (Nw)
passing through the (12,12) BNT in systems with a single hydrated
Na+, K+, or Cl− ion. (bottom) Normalized particle distribution
profiles, N(r)/N, of Na+, K+, and Cl− ions and water oxygens in the
(12,12) BNT. The profiles are obtained by averaging over the whole
simulation trajectories.
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4. MATERIAL DRAG IN NANOTUBES INDUCED BY
MECHANISTIC MEANS

In analogy to electron drag induced by scattering with hot
phonons in solids,57 molecules can also be dragged by
scattering with nonequilibrium phonons asymmetrically dis-
tributed in real and/or momentum spaces.89 We will now
discuss molecular drag inside CNTs and on their surfaces
induced by their vibrations and rotations.
4.1. Thermal Gradient Drag of Molecular Assemblies

In thermophoresis, a heat flow produced in materials by
thermal gradients can drag molecules. It was shown by MD
simulations that thermophoresis can drag nanoparticles
(NP)239−241 and short CNTs242 into the interior of large
CNTs. If the temperature gradient is ▽T (roughly K per nm),
the thermophoretic driving force in the linear regime is

∝ ∇F k Tth (15)

where k is a constant related to the coupling efficiency between
the CNT phonons and the NP.240,243 At small driving velocities
acquired by the NPs, one can assume that the frictional force
on the NP is given by

μ≈F A vfr (16)

Here, A is the NP−CNT contact area, μ is the frictional
coefficient between them, and v is the velocity of the
nanoparticle. In a steady state, the driving force is balanced
by the frictional force, Fth = Ffr, which gives the average velocity
of the NP proportional to the temperature gradient, v ∝ ▽T.
Thermophoresis can also drag fluids inside CNTs.244−246 In

the MD simulations shown in Figure 22, a zigzag (30,0) CNT
is subjected to a thermal gradient of ▽T ≈ 1 K/nm, imposed
along the CNT.245 In this thermal gradient, a nanodroplet of
Nw = 514 water molecules is dragged inside the CNT with a
velocity of v ≈ 10−30 nm/ns. These velocities are relatively
large due to the ideal CNTs used in modeling, which lack
surface defects that might slow the molecular motion. It is likely
that nonlinearities play a relatively minor role in this dragging.
Similar velocities were observed in MD simulations of the
dragged gold NP,240 the dragged zwitterion in Figure 10, and
the water nanodroplet dragged in oil, as shown in Figure 14.
Recently, gold nanoflakes attached to suspended CNTs were

experimentally dragged by using thermophoresis.247 As in the
SEM results shown in Figure 23, the cargo was easily movable
by an AFM tip between different positions. When an electric
current of I = 0.06 mA was applied along the CNT stretched
between two electrodes, with a potential difference of U = 3.3
V, the gold flake first melted. This is because the electric
current created a thermal gradient along the CNT, with a
maximum temperature of T ≈ 1300 K present in its center. The
nanodroplet formed was dragged along the thermal gradient

with a maximum velocity of v ≈ 500 nm/s. Sometimes the
droplet also rotated around the CNT. When the electric current
orientation was inverted, the droplet moved in the same
direction, proving a (predominantly) phonon origin of the drag
caused by the temperature gradient. These results are in
contrast with earlier studies of the current drag, where (cold)
indium nanodroplets moved on CNTs (v ≈ 1−2 nm/s) in the
opposite direction upon current reversal.71

4.2. Coherent Phonon Drag of Nanodroplets

Coherent phonon waves (CNT vibrations), rather than a flux of
thermal phonons, can also drag molecules into the interior and
onto the surfaces of CNTs. For example, it was shown by MD
simulations that helium atoms and water molecules could be
pushed through deformed CNTs.248−254 The unidirectionally
propagating CNT deformations (waves) scatter with atoms and
molecules intercalated in their interior or attached to them, pass
momentum to them, and translate them along the CNT.
Recently, the drag of water nanodroplets on CNT surfaces by

coherent transversal acoustic waves (TA phonons) was also
observed using MD simulations.255 The system is shown in
Figure 24 (inset), where a nanodroplet with Nw = 1000 waters
is adsorbed onto the (10,0) CNT. The tube is aligned along the
z axis, groups of atoms at its two ends were fixed to block it

Figure 22. Schematic representation of the water nanodroplet confined inside a CNT. A thermal gradient is imposed by heating the end sections of
the CNT. Reproduced with permission from ref 245. Copyright 2009 American Chemical Society.

Figure 23. Scanning electron microscope (SEM) images of one device
where the central object attached to the CNT in (A) has been moved
via an AFM tip to its position in (B). Scale bar in (A): 300 nm.
Reproduced with permission from ref 247. Copyright 2008 AAAS.
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from shifting, and the tube was vibrated. A linearly (circularly)
polarized wave with an amplitude of y ≈ A sin(ωt) (ω ≈ 208
GHz and A ≈ 0.3−2.1 nm) was generated by periodic
oscillations of atoms close to one end of the CNT. During the
simulations, performed at T = 300 K, a small Langevin damping
coefficient of 0.01 ps−1 was applied to the whole system except
the two CNT ends, where a damping coefficient of 10 ps−1 was
used to absorb the phonon waves. It should be noted (inset)
that after the wave passes around the droplet its amplitude
becomes much smaller, signaling a large momentum transfer to
the nanodroplet.
As shown in Figure 24, the translational velocities v of the

droplets with Nw = 103 and 104 waters initially increase
approximately quadratically with the wave amplitude, A. The
larger droplet is about an order of magnitude slower, due to an
order of magnitude larger mass (similar momentum) and larger
friction with the CNT. When the droplet was dragged with
circularly polarized waves, its translation was accompanied by
rotation, as seen in the experiment in Figure 23. Moreover,

nanodroplets surfing on circularly polarized waves of larger
amplitudes easily became detached from the CNTs. These
studies demonstrate that coherent mechanical vibrations of
various nanostructure modes are a promising tool in material
delivery on the nanoscale.

4.3. Chemically Tunable Nanoscale Liquid Propellers

In principle, molecules can also be dragged when CNTs,
possibly after modification, are rotated in a suitable way. It was
shown by MD simulations that molecular blades covalently
attached to CNTs256 can drag molecules in solutions onto their
surfaces when the nanotubes are rotated by an external
torque.257 The torque might be delivered by chemical means
through natural or synthetic molecular motors.11−15 As shown
in Figure 25, the bulk propeller (left) can pump liquid along the
tube z-axis by two blades formed by pyrene molecules, attached
to the opposite sides of the (8,0) CNT and tilted with respect
to its axis. The surface propeller (right) pumps water
orthogonal to the tube axis by four larger blades aligned
straight along the axis. With real advances in synthetic
chemistry, these systems could be prepared by cyclic addition
reactions.258

The propeller blades were tested in two different chemical
designs. In the “hydrophobic” propeller, the charges of the
hydrogen atoms at the tips of the pyrene blades were set at 0.12
e, and those of the nearest aromatic carbon atoms at −0.12 e. In
the “hydrophilic” propeller, these charges were chosen to be
0.30 e and −0.30 e, respectively. The propellers were
embedded inside hydrophobic and hydrophilic solvents, fixed
against translation, and rotated by a torque of T. In the
simulations, the long-range electrostatic forces were computed
by the particle-mesh Ewald method130 in a periodic box 2.5 ×
2.5 × 4.4 nm. Langevin dynamics131 was used with a small
damping coefficient of 0.01 ps−1 (time step of 1 fs).132

In Figure 26, we can see the temperature dependence of the
rotation (up) and pumping (down) rates of the bulk
hydrophobic and hydrophilic propellers obtained in the
(hydrophobic) dichloromethane (DCM) and water solvents.
The results were calculated by averaging the data over a
trajectory with ∼50 rotations for an applied torque of T = 0.2
nN nm. As the system is heated above the (normal) freezing
points of the solvents, Tf

DCM = 175 K and Tf
water = 273 K, the

rotation rates grow, as a results of the smaller solvent
viscosities. The hydrophilic propeller rotates slower, because

Figure 24. Dragging of nanodroplets with Nw = 103 (inset) and Nw =
104 waters on CNTs by coherent vibration waves. The droplet
velocities are shown in dependence on the vibration amplitude A of
the linearly polarized driving wave with the frequency of ω = 208 GHz.
Reproduced with permission from ref 255. Copyright 2012 American
Chemical Society.

Figure 25. The bulk (left) and surface (right) water propellers that pump water along the tube axis and orthogonal to it, respectively. Both systems
are based on the (8,0) CNTs and have covalently attached aromatic (hydrophobic) blades. Water is partly removed from the front of the diagram to
facilitate view of the details. Reproduced with permission from ref 257. Copyright 2007 American Physical Society.
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its polar blades interact more strongly with both solvents. A
substantially slower rotation occurs in water, which forms
hydrogen bonds with the polar blades259 (see inset in Figure 26
(bottom)).
The pumping rates vary more than the rotation rates. In

DCM, the rates are similar for both hydrophilic and
hydrophobic propellers. In contrast, the pumping rates are
very different in water, which is pumped a lot by the
hydrophobic propeller, but very little by the hydrophilic
propeller. This effect is caused by clogging of the hydrophilic
blades by the polar water molecules.257 We have tested that the
propellers might also operate in the reverse (turbine) mode,
where flowing liquids rotate the attached propellers and
generate torque. The power conversion is smaller in the
hydrophilic-blade turbine system than in the hydrophobic
system. Analogously, it was shown that chemically function-
alized nanorods can roll on water when driven by light.260

These results demonstrate that the chemical functionalization
of nanoscale mechanical devices can be used to successfully
control their selectivity and efficiency, and hence the range of
their applications.

5. CONCLUSIONS
In this Review, we have attempted to cover the methods of
atomic and molecular drag in nanotubes.

(1) We introduced molecular drag phenomena in CNTs that
are based on electron−molecule Coulombic coupling. In
these phenomena, ions and molecules can be dragged
through CNTs and onto their surfaces by electric
currents passing through them. Alternatively, electric
currents can be generated in the CNTs by polar liquids
and gases passing around them. In recent years, both of
these sets of predicted phenomena were observed.

(2) Next, we discussed nanofluidic phenomena based on the
across-the-wall molecule−molecule Coulombic coupling
that allows the dragging of ions and molecules onto the
surfaces and into the interiors of C and BN nanotubes.
We have also briefly described other electrokinetic
phenomena, such as electroosmotic and electrophoretic
drag in nanotubes. Although the across-the-wall mole-
cule−molecule Coulombic coupling has not yet been
observed experimentally, there is an analogue in the
correlated passage of molecules through protein
channels. Some of the electrokinetic phenomena have
been seen in experiments performed with nanotubes.

(3) Finally, we described the drag of atoms, molecules, and
nanoparticles inside CNTs and around them by thermal/
coherent phonons and by rotations of chemically
functionalized CNTs. Thermal drag is a straightforward
and practical phenomenon, which has been observed in
nanotubes and other nanoscale systems. The realization
of coherent vibrational dragging is also relatively easy.

The drag phenomena studied allow the robust manipulation
of materials on the nanoscale. Potential applications could
include the delivery of individual molecules, droplets, the
pumping of liquids, and the propelling of nanostructures. These
numerous drag phenomena also have potential applications in
fluidics, robotics, chemical sensing, medicine, and many other
fields.
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